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Abstract 
 

This paper presents a compact cluster computer 
with embedded CPUs, called “UCC (Ubiquitous 
Computing Cluster)”, in order to provide a 
cost-effective prototyping environment for design and 
test of ubiquitous computing applications.  We 
achieve extremely small size, low power consumption 
and low cost by employing COTS (Commercial 
Off-The-Shelf) embedded products.  As an 
application example, we also discuss implementation 
of a fingerprint matching algorithm using Phase-Only 
Correlation (POC) technique. 
 
Keyword:  ubiquitous computing, cluster computer, 
embedded CPUs, fingerprint matching, phase-only 
correlation 

 
 
1. Introduction 

day, embedded processors (CPUs) can be found in 
a vast variety of products ranging from cellular phones, 
digital cameras and automobile navigation systems up 
to network-connected household appliances.  Some 
of these embedded CPUs can run advanced operating 
systems, such as Linux, to achieve flexible network 
connectivity and to have logically same functionality 
as that of high-end CPUs designed for PCs and 
workstations.  This trend accelerates the technology 
toward the age of “ubiquitous computing”, that is to 
integrate computation into the environment enabling 
people to interact with computers more naturally [1].  
In such situation, distributed parallel processing with 
network-connected embedded CPUs will become one 
of the most important technologies to realize a variety 
of pervasive applications. 

One of the problems in m
uitous/pervasive computing is the lack of 

cost-effective standardized platform for prototyping, 
testing and evaluating application programs on 
network-connected embedded CPUs.  Addressing 
this problem, in this paper, we present a compact 
cluster computer with embedded CPUs, called a 
“Ubiquitous Computing Cluster (UCC)” [2], which 
provides a rapid-prototyping environment for 

ubiquitous/pervasive computing applications at very 
low cost compared with conventional PC clusters. 

UCC consists of four computing nodes and 
ork switch (100Mbps Fast Ethernet) mounted 

together within a small skeleton rack.  The key idea is 
to fully utilize COTS (Commercial Off-The-Shelf) 
embedded products to realize cost-effective 
prototyping environment.  In this context, we 
carefully selected a commercially available Network 
Attached Storage (NAS) as a computing node for 
UCC, which consists of an embedded CPU, a memory, 
a hard disk drive, a network adapter and a USB 
interface.  The four computing nodes run Linux with 
some daemons and libraries required to make 
inter-processor communication for parallel processing, 
where MPI (Message Passing Interface) [3], [4] and 
PVM (Parallel Virtual Machine) [5] could be 
employed for parallel programming. 

By the use of COTS products, we ac
pact size of 390mm x 280mm x 150mm, low 

power consumption of 60W (typical) and low cost.  
Thus, UCC can be easily introduced to educational 
programs in universities for Linux-based cluster 
computing.  Another interesting feature of UCC is 
that every computing node has a USB interface, and 
hence UCC could be easily extended to various 
real-world application systems using USB-based 
sensors, such as USB cameras. 

This paper is organized as follows: Sectio
system overview of UCC.  Section 3 describes 

performance test for basic data transfer bandwidth 
through MPI.  Section 4 discusses an application of 
UCC to parallel fingerprint matching using the 
Phase-Only Correlation (POC) technique [6].  In 
Section 5, we end with some conclusion. 
 
2

Figure 1 shows th
pact cluster computer, called a “Ubiquitous 

Computing Cluster (UCC)” [2].  It consists of four 
computing nodes #0, #1, #2 and #3, where the node #0 
works as a server node for various applications, such 
as NIS, NFS, ftp, telnet, etc., and is directly accessible 
from terminals outside. These four computing nodes 
and a network switch are mounted together within a 
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building UCC. A Network Attached Storage (NAS) is 
employed as a computing node, which consists of an 
embedded SH4 CPU (266MHz), a 64MB SDRAM, a 
120GB HDD, a 100Mbps Fast Ethernet interface and 
a dual port USB 2.0 interface.  The detailed 
specification of NAS used for a computing node is 
shown in Table 1.  
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telnet and ftp services are prepared to allow login and 
file transfer from the terminals outside.  As a parallel 
programming environment, C, C++ and Fortran 
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passing interface (MPI) [3], [4] of mpich and parallel 
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USB-based sensors.  Figure 3 shows an example of 
an image processing system with a USB camera.  
This feature allows us to use UCC in various R&D 
projects for future ubiquitous computing applications 
employing a network of embedded CPUs.  UCC may 
be useful as a prototyping environment for developing 
applications, such as ubiquitous computer vision 
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Figure 1: Architecture of the UCC. 

Table 1: Specification of the NAS as a 
computing node 

Table 1: Specification of the NAS as a 
computing node 

SH4 (SH7751R, 266MHz)SH4 (SH7751R, 266MHz)CPUCPU

64MB SDRAM64MB SDRAMMemoryMemory

120GB, ATA133, 5400rp120GB, ATA133, 5400rpmHDDHDD

10/100 BASE-T (RTL-8139C+)NIC

USB 2.0×2portI/F

Debian GNULinux 2.4.21OS

  
Table 2: Overall specification of UCC.   
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3. Message Passing Performace 

In this section, we describe performance of basic 
MPI functions on UCC.  Pallas MPI benchmark 
(PMB) [8] is employed to evaluate data transfer 
bandwidth and latency of basic ping-pong and 
broadcast communications.  Figure 4 shows the result 
of ping-pong test, where two processors send and 
receive messages alternatively.  While the data size is 
small, throughput of the ping-pong communication is 
low.  As the data size increases, the bandwidth 
saturates around the data size of 512K bytes.  Peak 
performance of ping-pong communication is 
estimated as about 9Mbytes/sec (~70Mbps) and this 
may be reasonable considering the maximum speed of 
a conventional 100Mbps Fast Ethernet. 

Figure 5 shows the re
com

 

sult of broadcast 
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g of the fingerprint matching is 
perf

 
 

munication, where benchmark measures slower 
communication time for broadcasting a message from 
the server node #0 to the other nodes #1, #2 and #3. 
The behavior of broadcast is similar to that of 
ping-pong communication, but the peak performance 
is estimated as about 4.5Mbytes/sec, which is also 
reasonable performance.  As a result of these 
benchmark tests, it seems that UCC has enough 
communication performance for practical applications 
of parallel processing. 
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Figure 2: Photograph of UCC. 

gure 4: Benchmark for ping-pong 
munication. 

4. Application to Fingerprint Verification 
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this section, we describe an application of UCC to 
fingerprint matching using Phase-Only Correlation 
(POC).  The POC technique has been successfully 
applied to high-accuracy image registration tasks for 
computer vision applications [9-11], where estimation 
of sub-pixel image translation is a major concern.  
The same technique is also effective for fingerprint 
matching [6].  Figure 6 shows the fingerprint 
matching algorithm using POC, where the original 
algorithm [6] is simplified to be executed on UCC. 

Parallel processin
ormed as follows: (i) remove the background from 

f(n1,n2) and g(n1,n2) on the server node #0, (ii) send 
f(n1,n2) and g(n1,n2) to every nodes, (iii) rotate f(n1,n2) 
over independent angle ranges on the four nodes #0, 
#1, #2 and #3 in parallel, (iv) calculate the POC 
functions between the rotated images and g(n1,n2), and 
compute similarity scores on the four nodes in parallel, 
(v) send the calculated similarity scores to the server 
node #0, and (vi) select the highest similarity score as 
an overall matching score on the server node #0. 

 

80USB Terminal

Cluster 

 
Figure 3: Example of a simple image processing 

system. 
Figure 5: Benchmark for broadcast communication.
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Figure 6. Fingerprint matching algorithm using POC 

function for UCC. 
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